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To begin with, I should say that I feel both proud and humble to be receiving this award. To
join such a very distinguished list of past awardees is something that I would not have
imagined even three months ago. I am also very grateful to the Honda Foundation, to Mr.
Hiroto Ishida, the President of the Foundation, to Mr. Masataka Yamamoto, the Managing
Director, to all the other members of the Honda Foundation Directors and staff, and to the

selection committee for their parts in making this award possible and for choosing me.
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Whether it be learning or technology, everything
in this world is nothing more than a means to
serve people

- Soichiro Honda

®
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Fig 1

(Fig 1) Even more, I must express my deep admiration for Soichiro Honda and his brother
Benjiro for their vision in establishing the Honda Foundation. This statement from Soichiro
Honda truly resonates with me. The sentiment expressed has been a major motivation for my

research over my career, both at IBM and at Johns Hopkins.

Disclosures & Acknowledgments

« This is the work of many people

= Some of the work reported in this presentation was supported by fellowship
grants from Intuitive Surgical and Philips Research North America to Johns
Hopkins graduate students and by equipment loans from Intuitive Surgical,
Think Surgical, Philips, Kuka, and Carl Zeiss Meditec.

« Some of the work reported in this talk incorporates intellectual property that is
owned by Johns Hopkins University and that has been or may be licensed to
outside entities, including including Intuitive Surgical, Varian Medical Systems,
Philips Nuclear Medicine, a possible startup company and other corporate
entities. Prof. Taylor has received or may receive some portion of the license
fees. These arrangements have been reviewed and approved by JHU in
accordance with its conflict of interest policy.

*  Much of this work has been funded by Government research grants, including
NSF grants EEC9731478 and 11S0099770 and NIH grants R01-EB016703, R0O1-
EBO007969, R0O1-CA127144, R42-RR019159, and R21-EB0045457; by Industry
Research Contracts, including from Think Surgical; by gifts to Johns Hopkins
University from John C. Malone, Richard Swirnow and Paul Maritz; and by
Johns Hopkins University internal funds. In addition, the early work was
performed while | was an employee of IBM.

.

(Fig 2) Let me say at the outset that I will be talking about the work of many people. I
have been fortunate over the years to work with an extraordinary number of extremely
talented and dedicated colleagues and students, and also to profit from lessons learned by
others in this rapidly expanding field. I am very grateful to them and to the various
commercial, Governmental, and philanthropic institutions that have helped further the work.
I will try to include acknowledgments on individual slides, but this can only begin to reflect

that I owe to them and to the many agencies that have supported my work over the years.
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Goal: Human-machine partnership to fundamentally
improve interventional medicine

Physicians

Technology

Information
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Fig 3

(Fig 3) My work for the past 25 or so years has focused on developing systems in which
human physicians, technology, and information systems work cooperatively to make surgery

and other forms of interventional medicine more precise, safer, and more effective.

Over 25 years ago: Robotic Joint Replacement Surgery

Brent i

Taylor, Kazanzides, Paul, Mittelstad, of al. Manual Surgery Robotic Surgery
Copyright & 2015 R, H, Taylor Engineering Research Center for Computer Integrated Surgical Systems and Technology ‘fﬁ

Fig 4

(Fig 4) Let me start with a couple examples that I will discuss more later. This is a system

to assist a surgeon in joint replacement surgery.
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Emerging: Information-Augmented Robotic Surgery

W. P. Liu, S. Reaugamornrat, A. Deguet, J. M. Sorger, J. H. Siewerdsen, J. Richmon, R. H. Taylor

T e N b

Copyright @ 2015 R. H. Taylor

Fig 5
(Fig 5) And this is a system to augment the information available to a surgeon using a

robot to perform surgery to remove a tumor from the base of the tongue.

The key thing about both of these examples is that they are systems combining information
and technology to help perform difficult surgical tasks.

Computer-Integrated

Information Interventional Medicine
Patient-specific
f Information
( Images, lab

¥ (I results, genetics, '."“"‘-".;"-";"" I
etc.) -> Model -> FlEW w

1
! : Action
1
f i Patient-specific loop ‘@
General information <- Patient-specific Evaluation
( anatomic atl =
statistics, rules)
Copyright ® 2015 R. H. Taylor Engineering Research Center for Computer Integrated Surgical Systems and Technology gﬁ?@

Fig 6

(Fig 6) The next two slides illustrate my view of the information flow in computer-
integrated interventional medicine.

The key is information: We start with all the information we have about an individual
patient. For surgery, much of this information is in the form of medical images, but we are
seeing progress in including other clinical data. This information is combined with knowledge
about people in general to produce some sort of computer representation — which we call a
model — that can be used to support the rest of the process. We can use it to diagnose the

patient’s condition and formulate a treatment plan. Then all of this information can be
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registered to the physical patient in the operating room or intervention suite, and appropriate
technology can be used to assist the surgeon to carry out the planned intervention and to
verify that it was done.

To an engineer like me, this is a control loop.

Note that this picture is replicated in the upper right hand corner. This reminds us that this
process actually occurs at many time scales, down to every second in the operating room. This
process can be used to give each individual patient a better intervention — safer, less invasive,

more effective, or the like.
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Fig7

(Fig 7)  Just as with computer-integrated manufacturing, computers are involved at all
phases of this process. Computer-integrated interventions can be more consistent, and
(crucially) the information generated can be saved, so that we know a lot more about how the
intervention was performed. Since we can eventually know the patient outcomes, we can use
statistical methods to improve treatment processes for future patients.

I believe that the synergy between the blue loops and the red loop has the potential to make
profound improvement in both the quality and cost-effectiveness of health care delivery.

I do not have time to talk about all of the work I have done over the past 25 or so years in
pursuit of this vision, but I would like to give you a few examples. In preparing this talk, I was

struck by the continuity between some of our early work and more recent efforts.
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My introduction to medical robotics:
Robotic H|p and Knee Replacement

|
-h Trine ™ & "k’k'“'?““?
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Fig 8

(Fig 8) Let me first talk about information-driven interventions for individual patients. My
involvement with medical robotics began in the late 1980°s, when I was a department
manager at IBM Research. We had a small collaboration with two surgeons at The University
of California at Davis to explore the possibility of using a robot to accurately prepare the
femur for cementless hip implants. I was looking for an opportunity to spend more time in the
lab, and my bosses agreed to let me form a small group to see if we could build a system that
could actually perform surgery.

One of the surgeons (Hap Paul) was a veterinarian, and it seemed reasonable to target his
patients. In about a year, we were able to produce a complete working system, which became
known as “Robodoc”. This was donated to UC Davis, and Hap performed the first canine
surgery in 1990. With IBM help, Hap also founded a startup company to develop a human
clinical version, and they performed their first human case in 1992. Robodoc went through
various vicissitudes and it is now developed and marketed by Think Surgical. I have been
fortunate to continue to interact with the development team over the years.

Also, Peter Kazanzides, the postdoc who developed the first prototype with me at IBM, was
a co-founder of the company and joined our Center at Johns Hopkins in 2002, where he is now
a research professor.

Since Robodoc was my introduction to medical robotics, I would like to say a few words

about the system and about a few of our more recent research results relating to this problem.
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The problem: Precise Preparation of Bones for
Cementless Hip and Knee Replacement Surgery

| Companenc
Polyethylene I
/
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Fig 9

(Fig 9) In hip and knee surgery, the surgeon replaces a failing joint with artificial
components. The bones must be prepared very accurately to ensure that the replacement

components fit accurately and are in the right position.

Conventional Total hip replacement

Copyright @ 2015 R. . Taylor Engineering Research Center for Computer Integrated Surgical Systems and Technology ﬁ\?@

Fig 10

(Fig 10) In the traditional manual hip surgery, the surgeon selects the desired component
by holding acetate templates up to x-rays. In the operating room, the surgeon uses a manual

broach to make a corresponding hole in the thigh bone.
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Conventional Total hip replacement

Placement?
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Fig 11

(Fig 11) The implant is placed where the broach makes the hole, which is not necessarily

where the surgeon intended, and the hole is very ragged, so that the fit can be poor.

Robodoc THR Planning

CT images Plan

.+ Surgeon selects implant and determines
placement relative to bone

« Computer calculates cutter path relative
to bone and registration information

Copyright & 2015 R, H. Taylor Engineering Research Center for Computer Integrated Surgical Systems and Technology ﬁ\?@

Fig 12

(Fig 12) Robodoc planning uses a 3D CT scan of the patient. The surgeon interactively
places a CAD model of the selected implant in the desired place relative to the CT images. The
computer calculates a desired path for a cutting tool relative to CT coordinates, as well as

information to enable the robot to locate the bone in the operating room.
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Robotic total hip replacement

//" %
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Fig 13

In the operating room, surgery proceeds normally until it is time to make the hole
for the implant. The bone is held firmly in place relative to the robot and its position relative

to the robot is determined. The robot then uses a cutter to machine the desired implant shape.

The robot is then moved away and the surgery proceeds manually.

The implant is placed exactly where it was planned to go, and the implant fits accurately,

especially when compared to manual broaching.

Over the years, we have explored a number of ways to determine the position of the bone

relative to the robot. We call this process “registration”.

Ultrasound-assisted Registration

(2) Digitize proximal
bone using tracked
pointer

(3) Collect tracked US

(1) Generate images of distal bone

surface model
from CT

N

. Bilings. H. . Kang. A Chang. £ Bockor, P Kazaruidat, and R Tayir

T

P algarithm”. Int.J. Computer Ass\smkai\m;y nd Surgery,p. (epub ahead of prini)
511882

i
2015 p:sidx dol.org!10.1007/511548-015-1188-2 DO 11
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Fig 14

Here is an example of some recent work with my colleagues Emad Boctor and
Peter Kazanzides and our students Seth Billings, Hyun Jae Kang, and Alexis Cheng, in which
we combine ultrasound images of the distal femur with points sampled with an optically
tracked pointer in order to find the bone accurately and less invasively than earlier methods

used with Robodoc. His example uses a new registration algorithm developed by Seth Billings

as part of his Ph.D. thesis research.
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Combining prior knowledge with online images

Copyright @ 2015 R. H. Taylor Engineering Research Center for Computer Integrated Surgical Systems and Technology -ﬁﬁ?w

Fig 15

(Fig 15) A common theme from very early days (both in my own work and that of others)
has involved combining prior information from patient images or from statistical models of
populations of patients with new images of a patient in order to produce a new patient-specific
model. The specifics of how this works depend on the kinds of images involved and on the

intended application.

Deformable 2D/3D Registration to Statistical Atlas

Examples: R. Taylor, J. Yao, O. Sadowsky, G. Chintalapani, O. Ahmad, .. ®
Copyright © 2015 R. H. Taylor Engineoring Research Center for Computer Integrated Surgical Systems and Technology @‘V%W‘

Fig 16

(Fig 16)  One example for orthopedics involves using a small set of x-ray images of an
individual patient, together with a statistical model derived from CT images of many patients,

in order to estimate what a CT scan of that patient would look like if one had been available.
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2D/3D Registration — Hip Model

* Registration with truncated
images
— FOV: 160mm
— Three views

* Avg surface registration
accuracy: 2.15 mm

Atlas projections overlaid on DRR 2D/3D deformable registration
images after registration

Chintalapani et al. CAOS 2009

U
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Fig 17

(Fig 17) Here, my student Gouthami Chintalapani, used three x-ray images and a
statistical model to produce a 3D model of the pelvis and hips that would be sufficiently

accurate for surgical planning.

Model Completion, Given Partial CT + X-rays
G. Chintalapani, et al. istical Atlas Based E: lation of CT Data for Planning
Periacetabular Osteotomy”, SPIE Medical Imaging 2010

U
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Fig 18

(Fig 18) In this example, CT scans are needed to provide very accurate models hip
cartilage in order to plan a periacetabular osteotomy, but less accuracy is OK elsewhere. In
order to reduce total radiation to the patient, Gouthami used a CT scan of the acetabular G.e.,
hip socket) region of the pelvis, two x-rays, and a statistical model to produce a model for

planning the procedure.
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Model Completion of Pelvis from Partial CT Only
R. Grupp, R. Taylor, et al., CAOS 2015

Smooth extrapolation
using only acetabulum
scan

Smooth extrapolation
using only acetabulum
scan + 5% of iliac crest

3 mm

Naive cut-and-paste
extrapolation using only
acetabulum scan + 5%
of iliac crest

R. Grupp. Y. Otake. R. Murphy, J. Parvizi, M. Armand. and R. Taylor, "Pelvis surface estimation from partial CT for computer-
aided pelvic osteotomies,” in Computer Assisted Orthopaedic Surgery, Vancouver, June 17-18, 2015,
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Fig 19

(Fig 19) More recently, my student, Robert Grupp, has developed a method using a CT
scan through the acetabulum with a few additional slices in order to achieve much the same

thing. This can greatly simplify the work flow before surgery.

Information supports in interactive interventions Information supports in interactive interventions

Intraoperative Analysis
Navigation
Augmented Reality
Decision Support

Fig 20
(Fig 20, 21) In many cases, we do not need an active robot to help the surgeon.

Traditionally, surgery has relied on a surgeon’s hand-eye coordination and the surgeon’s
mental picture of the surgical plan and progress of the procedure.

However, a computer can help provide the surgeon with additional information that can be
very useful during the procedure. I became interested in this idea very early, and it has been a

recurrent theme in my work ever since.
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Applications of Simulation,
Morphometrics and
Robotics in Craniofacial
Surgery
C. B Culting, we = *"
F. L. Bookstein
R. H. Taylor

In Computer-Integrated Surgery,
R. H. Taylor, S. Lavallee, G. Burdea and
R. Mosges, Eds. Cambridge, Mass.:
MIT Press, 19986, pp. 641-662.

®
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(Fig 22) While working on Robodoc, I also began collaborating with Dr. Court Cutting, a
plastic surgeon at New York University Medical Center, in order to develop a computer-
integrated system for craniofacial osteotomies. In these procedures, the surgeon cuts the
bones of the patient’s face apart and rearranges the fragments to improve the patient’s
appearance and also to help with functions such as chewing. In this case, our primary goal

was to help the surgeon align the bone fragments relative to each other.

‘ Presurgical Planning @

“Normal" Data

@) gHa {3

Model Features Plan/Simulate
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B
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 Operating Room System

* Realtime Sensing
* Plan Following

* Model-to-Reality Registration|
* Graphics, Speech, and other
Man-Mangcine Interfaces

Tracking

Copyfight @ 2015 R. H. Taylor Engineering Research Center for Computes

Fig 23
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(Fig 23) This is a sketch that we made summarizing our system, which draws heavily on
Dr. Cutting’s ideas, as well as my own and those of Fred Bookstein. A CT scan of the patient
was used to make a model of the patient’s skull. This was compared to a statistical model
made from CT scans of many different patients, which was used to decide where the bones
would be cut and how they would be rearranged. In the operating room, the models and plan
would be registered to the actual patient, and computer graphic displays and other human-

machine interfaces would be used to help the surgeon carry out the plan.
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Tracker

Pointer with
Optical Markers
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Fig 24

(Fig 24) This is what the system looked like in our IBM lab. I should point out the use of

an optical tracking system to track surgical tools and parts of the patient’s anatomy, as well

as a passive manipulation aid to help the surgeon align the fragments and hold them in place

while they were being attached to each other.

2"d Clinical Case at NYU

m Alignment .

i ﬁ p I Indicators g
Rendenng b ]

Copyright @ 2015 R. H. Taylor Engineering Research Center for Computer Integrated Surgical Systems and Technology Eﬁ?@

(Fig 25) Here is a photo from the operating room at the NYU Hospital. I will spare you the

rather bloody photos of the patient’s skull during the procedure.

However, I might point out that this application was one of the first outside of neurosurgery

to use what we now call “surgical navigation” to provide information support during surgery.
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Information Overlay in Endoscopic Skull Base Surgery

Siewerdsen, Hager, Mirota, et. al.

_ g0

= D. Mirota and T. R. Wang H, Ishii M, Gallia G, Hager G, "A System for Video-based Navigation for Endoscopic Endonasal Skull Base
Surgery.”, IEEE Trans Med Imaging, 2011. PMID 22113772,

-I) J Mnnm A, Unan 8. Schaﬁer S. Nithiananthan, D. D. Reh, G. L. Gallia, R. H. Taylor, G. D. Hager, and J. H. Siewerdsen, “High-accuracy
video to C-arm beam CT for image-guided skull base surgery”, in Medical Imaging 2011:
Vlsullrmwl. lm&Gded’Frwedﬂres and Modeling, Orlando, 79640J-1 to 79640J-10, 2011,

=
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Fig 26

(Fig 26) More recently, researchers have begun to incorporate surgical video and other
imaging modalities into surgical assistance systems. The system above was developed for
skull base surgery, using endoscopic video and cone-beam CT imaging. I collaborated in this

work, but it was led by my colleagues Jeff Siewerdsen and Greg Hager.

Robots for Minimally-Invasive Surgery

y O
CGopyright @ 2015 R, H. Taylor Engineering Research Center for Computer Integrated Surgical Systems and Technology EHRW

Fig 27

(Fig 27)  Around 1991, I gave a talk to an endoscopic surgery meeting. This got me
interested in the prospect of developing a robotic assistant for endoscopic surgery. This
interest eventually led to a collaboration between IBM and Johns Hopkins University to
develop a system for precise manipulation of endoscopes and surgical tools in minimally-

invasive surgery.
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IBM/JHU LARS System in Lab

Voice and
video interfaces

direction
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Fig 28

(Fig 28) The system had many functional capabilities that were new at that time. For
instance, we took the track-point device from IBM laptops and made a simple mouse/joystick
that clipped on the surgeon’s instruments and could be used to control the motion of the robot
or interact with the system controller through a video display with graphic overlays. We also
used video images to help control the robot’s motion and developed what we now call “virtual
fixtures” to assist the surgeon.

The system had a simple voice command interface as well. Since the voice synthesizer

sounded vaguely Scandinavian, we called the system “LARS”.

Remote Center of Motion (RCM)

RCM mechanism
(paralielogram)

position arm

RCM point _~. )"

I led Robot. 201 (trocar point)

Jun;8(2):127-45. doi; a

10.1002/ o)
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Fig 29

(Fig 29) One kinematic design feature that later became ubiquitous was what I called a
“remote center of motion” or “RCM”. In minimally-invasive surgery, the RCM provides a pivot

point where the surgical instrument enters the patient’s body.
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Perhaps the most familiar example of this feature in surgical robots is its use in Intuitive

Surgical’s da Vinci Surgical System.

Remote Center of Motion (RCM)

ok

Fig 30

(Fig 30) There are, of course, many ways to implement an RCM. Here are a few that we

have used over the years.

Steady Hand Manipulation

Robodoc Canine Surgery, 1990

Copyright © 2015 R. H. Taylor Engineering Research Center for Computer Integrated Surgical Systems and Technology ﬁ‘?@

Fig 31

(Fig 31) Another idea that emerged from the early IBM work was what I call “steady hand”
cooperative control, which works something like power steering. The surgeon and the robot
both hold the surgical tool. The robot senses forces exerted by the surgeon on the tool and
moves to comply. Since the robot is doing the actual motion, there is no hand tremor.

Also, the robot can assist the surgeon in various ways, such as enforcing safety barriers or
helping align a tool to an anatomic target or comply with other sensors. We refer to these

capabilities as “virtual fixtures”.
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Fig 32

(Fig 32) These ideas have been the focus of a great deal of research, both at JHU and
elsewhere. Here are some of the systems we have developed over the years.
Let me discuss a couple examples from our work in more detail, showing how steady hand

robots fit into computer-integrated surgical systems.

Retinal Microsurgery

=

Aeon retinal surgary Instrumant wasetayemdine com
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Fig 33

(Fig 33) Retinal disease is a leading cause of blindness, and surgical interventions often
offer the best hope for restoring or preserving vision. However, retinal surgery is extremely
difficult, requiring surgeons to operate at the extreme limits of human sensor-motor capability.
A typical procedure requires the surgeon to insert sub-millimeter diameter instruments

through small trocars inserted into the sclera (the white part of the eye) and peel scar tissue
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from the retina without damaging it. This has been described to me as trying to peel sticky
tape from tissue paper without tearing the tissue paper.

The surgeon’s hand tremor is often as large or larger than the anatomical structures being
manipulated, and the forces between the tool and the retina are an order of magnitude
smaller than a human can feel and also an order of magnitude smaller than the forces
between the tools and the trocars.

The surgeon observes the procedure through a surgical microscope and relies on memory to
relate what he or she is seeing to any pre-operative information about the patient. The

surgeon’s posture is very rigid, and neck and back pain are common occupational disabilities.

Microsurgery Assistant Workstation

Stereo video
% Microscope
3D Display % B

with
Overlays
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Fig 34

(Fig 34) We have been taking a system approach, in which individual technical
components can be combined in various ways to address these limitations. Although many
people have contributed to this work, the system as a whole was the basis of my student

Marcin Balicki’s Ph.D. thesis. This is what our system looks like in our engineering lab.
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Retinal Microsurgery — in vivo experiments
P Al 2

= Overall System Performance
« System Ergonomics
« Collect Data

— Robot /Force / OCT

- Video / Audio
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(Fig 35) And this is what it looks like in our microsurgery lab at the hospital, where we
have been testing the system capabilities on rabbits.

Notice that we are using steady-hand guiding with one of our RCM “eye robots”.

Retina Mosaicking, Annotation, and Registration

=

Live view Building mosaic

R. Richa, B. Vagvolgyi, G. Hager, and R. Taylor, "Hybrid Tracking for Intra-operati i ion in Retinal
Surgery”, in Medical Image C: ing and Computer-ntegrated. ions (MICCAI), Nice, October, 2012. pp. 397-404.

(Fig 36) We have augmented the surgeon’s direct view by capturing stereo video from the
microscope. This can be displayed on a stereo video monitor.

We can process the video to build up a mosaic map of the retina and can fuse this map with
information obtained from preoperative images or from various sources during surgery. This

information can then be overlaid on the surgeon’s live view from the microscope.
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Tool and Retina Tracking

Recorded Human Case Phantem

R. Richa, M. Balicki, E. Meisner, R. Sznitman, R. Taylor, and G. Hager, "Visual tracking of surgical tools for proximity
detection in retinal surgery”, in i in Computer Assisted ntions (IPCAI), Berlin, June 22.

23,2011

R. Richa, M. Balicki, E. Meisner, R. Sznitman, R. Taylor, and G. Hager, "Vision-based Proximity Detection in Retinal
Surgery”, IEEE on vol. §9- 8, pp. 2291-2301, August, 2012.
10.1108/TBME.2012.2202903, PMC3467358.
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Fig 37

(Fig 37) We can also track surgical tools and use the results for annotations or (as here) to

warn the surgeon when the tool is near the retina.

Force-Sensing Tools for Vitreoretinal Surgery
I. lordachita, X. He, B. Gonenc, R. Taylor, et al.

2-DOF Force-Sensing Micro-Forceps
(Steady-Hand Robot Compatible)

3-DOF Force-Sensing Micro-Forceps Force Sensors
(Steady-Hand Robot Compatible) - Concept Design

ActuationRibs | |
%

-90 -45 ] 45

— a . x °®
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Fig 38

(Fig 38) In work led by my colleague, Iulian Iordachita, we have been using optical fibers
to build millinewton resolution force sensors into sub-millimetric surgical tool shafts and have

been incorporating the results into control of surgical robots and into other human interfaces.
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Helping the surgeon control tool-to-tissue forces

Force Feedback and Audio Cues

Video Overlay Cues

Ras: oy -
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35 5§ Force (mN)
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Fig 39

1
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(Fig 39) In addition to feeding back the forces into the robot control, we have various other

ways to inform the surgeon of tool-tissue interactions that also work with freehand tools. We

have found that one of the most effective is auditory. The computer emits sounds based on
how much force is being exerted on the tissue.

Bimanual manipulation with steady hand robots

X. He, Marcin Balicki, P. Gehlbach, J. Handa, R. Taylor, and |. lordachita, "Variable Admittance Robot Control with
A New Dual Force Sensing Instrument for Retinal Microsurgery”, in /EEE Int. Conf. Rob. Automnat, Hong Kong,
May 31-June 5, 2014. pp. 1411-1418.
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Fig 40

(Fig 40) It is also important to be able to sense the forces between the tool and the sclera.

Consider this example where we are using two steady hand robots. The surgeon moves both

tools together in order to rotate the eye under the microscope. If the motions are not
coordinated, the eyeball can be stretched.

61



Dual Force Sensor

X. He, Marcin Balicki, P. Gehlbach, J. Handa, R. Taylor, and |. lordachita, "Variable Admittance Robot Control with A New Dual Foree
Sensing Instrument for Retinal Microsurgery”, in IEEE Int. Canf. Rob. Automat, Hong Kong, May 31-June 5, 2014, pp. 14111418,

Copyright & 2015 R. H. Taylor Engineering Research Center for Computer Integrated Surgical Systems and Technology ﬁ\?@

Fig 41

(Fig 41) By adding additional force sensors to the tool shaft, Dr. Iordachita’s student
Xingchi He is able both to sense the lateral forces exerted by the tool on the sclera and to
compute the point along the tool shaft where it enters the sclera, as well to sense as the force

on the retina. He is able to incorporate this information into the control of the robot.

Imaging (OCT) Built Into 0.5mm Surgical Tool

M. Balicki, J. Han, X. Liu, I. lordachita, P. Gehlbach, J. Handa, R. Taylor, J. Kang.
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Fig 42

(Fig 42) We can incorporate other forms of sensing into surgical tools. Here, my colleagues
Iulian Iordachita and Jin Kang have built optical coherence tomography (OCT) sensors into
sub-millimeter surgical tools. With these tools, one can determine the distance of the tool to
the retina as well as sense structures in the retina and measure tissue properties such as

oxygenation levels.
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Autonomous Surface Following

M. Balicki, J.-H. Han, I. lordachita, P. Gehlbach, J. Handa, R. H. Taylor, and J. Kang, MICCA/! 2010
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Fig 43

(Fig 43) In this early demonstration, my student Marcin Balicki used the OCT sensor as
feedback to the robot to keep the probe a constant distance of 150 microns from a moving
surface, with an error of 10 microns. This capability can be useful in applications like OCT

scanning or laser ablation.

Robotic ENT Microsurgery System (REMS)
Kevin Olds, M, Balicki, Y. Sivimli, L. Akst, M. Ishii, J. Richmon, R. Taylor et al.

K. Olds, Robotic Assistant Systems for Otolaryngology-Head and Neck Surgery, PhD thesis in
Biomedical Engineering, Johns Hopkins University, Baltimore, March 2015.

= U
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Fig 44

(Fig 44) For one more example, I'd like to tell you about some of our current work to

develop a steady-hand robot for head-and-neck surgery.
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Robotic ENT Microsurgery System (REMS)

Kevin Olds, M. Balicki, Y. Sivimli, L. Akst, M. Ishii, J. Richmon, R. Taylor et al.

K. Olds, Robotic Assistant Systems for Otolaryngology-Head and Neck Surgery, PhD thesis in
Biomedical Engineering, Johns Hopkins University, Baltimore, March 2015.
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Fig 45

(Fig 45) The robot was specifically designed for tremor-free operation of long tools reaching
into holes while keeping the mechanism as much as possible out of the surgeon’s line of sight.
Here, we show a typical setup for laryngeal or vocal cord surgery. The parallel structure

reduces the moving mass, thus making the robot more responsive.

Robotic ENT Microsurgery System (REMS)

Kevin Olds, M. Balicki, Y. Sivimli, L. Akst, M. Ishii, J. Richmon, R. Taylor et al.

K. Olds, Robotic Assistant Systems for Otolaryngology-Head and Neck Surgery, PhD thesis in

Johns Hopkins L ity, Baltimore, March 2015.
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(Fig 46) In this precision experiment, the surgeon must navigate a tool around a maze
without touching the sides.
Here you see side-by-side comparisons of the performance of a surgeon attempting the task,

which is practically impossible without assistance.
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Fig 47

(Fig 47) This video shows an experiment performed in our lab by our surgeon collaborator,
Dr. Lee Akst, doing a common vocal cord procedure on a cadaveric specimen.
Another feature Dr. Akst likes is the ability to position a tool and then have the robot hold it

stably until he moved it again.

Cadaver Study: Sinus Surgery with Virtual Fixtures

s Vi ¢

____:/:,""w t‘_ e
Rcﬂt—assisted Sinus Surgﬂfy;»-
Cadaver Demonstratiorr"

K. Olds, M. Balicki, M. Ishii, R. Taylor
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Fig 48

(Fig 48) This somewhat longer experiment shows the ability of the robot to be integrated
with a surgical navigation system, together with its ability to provide virtual fixtures.

In this case, we are again using a cadaver, for which we have a CT scan.

After the CT scan is registered to the robot, the navigational display shows where the tool is

relative to the CT images.
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In sinus surgery surgical instruments must be inserted many times through a complicated
path into the nose. Tool-tissue collisions can cause bleeding. So we have implemented a
virtual fixture to hold the tool on the desired path while the surgeon advances the tool along it.
This virtual fixture can either be “hard”, in which case the tool will never leave the path, or
“soft”, in which case the surgeon can deviate from the path but will feel a force nudging the
tool back to the path.
Our surgeon collaborator, Dr. Masaru Ishii, believes that this capability will be especially

useful in training surgical residents.

Image-Guided Tool and Needle Placement

IBM Research - ca. 1994

JHU - ca. 1995-99

= U
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Fig 49

(Fig 49) Another early use for the robot was precise placement of needles or other surgical
tools on targets identified in images. On the left we see the LARS robot positioning the
working channel of an endoscope to assist placing a surgical grasper on a target identified in
endoscopic video. On the right are some images showing an early experimental system using

the robot to inject therapy seeds into the liver under biplane x-ray guidance.
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Image-guided needle placement

Stesrable Needls

Okamura, Webster, Cowan, Chirikjian ... Krieger, Fichtinger, Whitcomb, ...

Burdette, Song ... Fischer, Tokuda ... Taylor, Masamune, Susil, Patriciu, Stoianovici,...
i U=
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(Fig 50) In the years since then, many more examples of image-guided needle placement
have been developed at our Center; I have been actively involved in some of them, and have

been an interested spectator in others.

Video-CBCT guidance for TORS

W. P. Liu, 8. Reaugamornrat, A. Deguet, J. M. Sorger, J. H. Siewerdsen, J. Richmon, R. H. Taylor

Experimental System: not for clinical use
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Fig 51

(Fig 51) This slide shows work from my student Wen Liu’s Ph.D. thesis, done jointly with
Intuitive Surgical and Johns Hopkins. In this animal-lab experiment done at Intuitive, we are
using intraoperative x-rays, cone-beam CT, and video graphic overlays to help a surgeon

remove a base-of-tongue tumor using the DaVinci robot.
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Beating Heart MIS with 3D US Guidance
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Fig 52

(Fig 52) Here is another example, showing some work of my student Paul Thienphrapa

done in collaboration with Philips Research. The problem is to remove a foreign object from
inside a beating heart. This normally requires open-heart surgery. Instead, we want to insert

a small snake-like robot through a small hole into a beating heart while monitoring the
procedure with real time 3D ultrasound.

Dexterous “Snake” Robot

-

1. N. Simaan, R. Taylor, and P. Flint, "A Dexterous System for Laryngeal Surgery - Multi-Backbone Bending

Snake-like Slaves for Teleoperated Dexterous Surgical Tool Manipulation®, in IEEE Conf. on Robatics and
Automation, New Orleans, April, 2004.

N. Simaan, R. Taylor, and P. Flint, "High Dexterity Snake-like Robotic Slaves for Minimally Invasive
Telesurgery of the Throat", in Medical /Image Ct

ing and Ct ter-Assi
2004. pp. 17-24.

]

ted Interventions, October,

A. Kapoor, N. Simaan, and R. H. Taylor "Suturing in Confined Spaces: Constrained Motion Control of a
Hybrid 8-DOF Robot", in International Conference on Advanced Robotics, Seattle, WA, July 17-20, 2005. pp.
452-459

w
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Fig 53

(Fig 53) In this case, we used a 4 millimeter diameter snake-like flexible manipulator that

my postdoc Nabil Simaan and I had developed for minimally-invasive surgery.
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(Fig 54) This is the experimental setup in our laboratory, using a realistic artificial heart,
a Philips 3D ultrasound system, and our snake end-effector mounted on a LARS robot.
One challenge was that the robot is fairly slow and the particle’s motion within the heart is

often very fast.
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Fig 55

(Fig 55) However, we also realized that there are eddies within the heart that the particle
can be trapped in for a few seconds. So if we watch the particle for a while, we can predict
where it will be again soon and go wait for it, sort of like a bass waiting for a minnow to come
by. Here we see the probability map being built up(right figure). The computer decides where

to wait for the particle. The robot goes there and retrieves the particle.
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APL Large Lumen, Dexterous Snake for MIS

= Joint project with JHU APL

* Innovative fabrication process completely
isolates drive cables
= Current prototypes
— 2 DoF (C-bend) and 4DoF (S-bend)
— Nitinol structure with high stiffness
— 6 mm OD; Large 4 mm lumen allows insertion of
surgical instruments
* [nitial application: Minimally-invasive
curettage of osteolytic lesions

M. Armand, R. Taylor, M. Kutzer, R. Murphy, S. Segrett,i F. Alambeigi, |. lordachita, H. Liu, Y. Otake et al.
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Fig 56

(Fig 56) In the past few years, I have also been collaborating with my colleague Mehran
Armand and others on another sort of snake-like robotic end effector. In this case, the snake is
essentially a bendable metal tube, with a 6 millimeter outer diameter and 4 millimeter inner

diameter through which we can pass surgical tools.

Treatment of Osteolytic Lesions
M. Armand, R. Taylor, M. Kutzer, R. Murphy, S. Segrett,i F. Alambeigi, I. lordachita, H. Liu, Y. Otake et al.

b ] a

/STEM

« Indication: Osteolysis behind a
well-fixed acetabular component

— Leads to component loosening
and failure of THA

» Surgical Goals
— Minimally invasive removal of
the osteolytic lesion
— Treatment of the lysis without
full replacement of the
acetabular component \
« Surgical Procedure
— Access the lesion through the
screw holes of the acetabular
component (minimally invasive)
— Remove and grafting the lesion
— Replace the polyethylene liner

oY== ]
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Fig 57

(Fig 57)  Our initial application is treatment of osteolytic lesions in revision hip surgery.
Hip implants typically have a polyethylene liner between the cup component fixed in the
pelvis and the ball of the stem component fixed in the femur. Wear particles from the liner can

sometimes work their way behind the cup, causing the bone in the pelvis to turn to mush. Left
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untreated, this can cause a fracture or can cause the implant to loosen. It is relatively
straightforward to do surgery to replace the liner, but the material in the osteolytic lesion
must be cleaned out and replaced with epoxy cement or some sort of bone graft material.
Unfortunately, the cup is still held firmly to the pelvis by bony ingrowth into the surface of the

cup. Removing it to get to the lesion can cause a fracture.

APL Minimally-Invasive Osteolysis Curettage

M. Armand, R. Taylor, M. Kutzer, R. Murphy, S. Segrett,i F. Alambeigi, . lordachita, H. Liu, Y. Otake et al.

|
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Fig 58

(Fig 58>  Our approach is to insert our snake device through holes in the cup or through
small holes drilled into the bone behind the cup and to deploy tools through the snake in order

to clean out the cavity from the inside.

Statistical process control for radiation therapy

Overall Goal: Use a
database of previously
treated patients to
improve radiation
therapy planning for
new patients

Team:

CS: R. Taylor, M.
Kazhdan, P. Simari, A.
King

BME: R. Jacques

Rad. Oncology: T.
McNutt, J. Wong, B.
Wu, G. Sanguinetti

Support: Paul Maritz,

Philips, JHU internal
funds
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Fig 59

(Fig 59) I could give many other examples, but I would like to turn briefly to the statistical

process control aspects of computer-integrated interventional medicine.
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We are beginning to use statistical methods and data bases to improve the quality of
treatment processes, in this case in radiation therapy for head and neck cancer.

The Johns Hopkins Radiation Oncology Department has been building a data base of
patients to facilitate both clinical care and research. As Ted DeWeese, the department chair,
explains: in the long term, when he sees a patient, he would like to know which patients in the
data base most resemble this patient, in rank order what are the complications that patients
like this may be likely to experience, and what treatment options have worked best for
patients like this.

Here is one example of some joint work with Todd McNutt and to exploit this data base to

improve therapy planning.

Conventional Radiation Therapy Planning
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Fig 60

(Fig 60) The goal is to plan a pattern of radiation beams that delivers a prescribed
radiation dose to the tumor while minimizing the dose to surrounding critical structures like
the spinal cord, eyes, and salivary glands.

This is a very difficult problem for the computer. So in conventional planning, a dosimetrist
sets up a simpler optimization problem that the computer solves to get an approximate
answer. The computer makes a very accurate simulation of this plan using the patient’s CT
images and displays the result. The dosimetrist then modifies the optimization criteria, and
the process continues until there is a plan that both the dosimetrist and the physician accept.
This can take many iterations, and the plan quality depends on human judgment of when to

stop, based on experience to predict how good a plan will be feasible for this patient.
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Fig 61

(Fig 61) To improve the planning process, we were able to develop an efficient way to
characterize the geometric relationship between the tumor and surrounding structures and to
use this descriptor to search our data base of previously treated patients.

As a quality control check, given a proposed treatment plan, we can search the data base for
similar patients whose plans do a better job of sparing surrounding structures while treating
the tumor. If we apply the optimization criteria for the data base patient to the current
patient, we find that in many cases the resulting plan is better.

Similarly, if we use the data base to find the best plan for a previously treated similar
patient as a starting point for planning, we can produce a plan in a very small number of
passes through the interactive process that is as good or better than the conventionally

produced plan.
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Sample automated radiation planning result
T. McNutt, A. Patriciu, B. Wu, R.. Taylor et al.
Original plan Automated plan 30% reduction in dose to parotids
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Dosef Gy)
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original 61.25 54.58 41.75 57.18
re-plan 56.33 46.48 37.89 43.72
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Fig 62

(Fig 62)

salivary glands.

Here is one example showing significantly reduced radiation dose to the patient’s

This planning method is now in the clinical workflow at Johns Hopkins.

The computer-integrated operating room
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(Fig 63)

years. Computer-integrated interventional medicine is not about any specific robot, imager, or

In concluding, let me return to the larger themes of my work over the past 25 or so

other piece of technology.

I believe that the operating room of the future will be a highly modular, information-rich
environment in which many different devices and subsystems will work cooperatively with the
surgeon and will also be completely integrated into the broader information infrastructure of
the hospital.

In many ways, computer-integrated health care delivery will resemble computer-integrated
manufacturing, with the same emphasis on precision, quality, and continuous process

improvement.
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The computer-integrated operating room
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Fig 64

(Fig 64) Here is a block diagram of how the information flow might look in this
environment. Here are the “blue loops” of my earlier diagram, showing treatment processes
for individual patients. And here is the “red loop” showing the use of information to improve

treatments for future patients.
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Fig 65

(Fig 65) Note that this picture stays pretty much the same, whether we are dealing with

minimally-invasive robotic surgery ...
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The computer-integrated operating room
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The computer-integrated operating room
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Fig 66

(Fig 66, 67)

Fig 67

or microsurgery or, indeed, other forms of interventions.
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How can we get there?

Fig 68

(Fig 68)

really just beginning.

Working in an area like this has been extremely rewarding, and the journey is

One of the key lessons that I have learned is the importance of working in teams with

clinicians who understand the needs and problems, with engineers from many different fields,

and with industry partners who have unique expertise and can make research available to the

public.

I have found also that taking a systems approach motivated by real applications, as well as

continued feedback and interaction among the entire team is often a key to success. Working

in teams also makes working in this area fun.
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The real bottom line: patient care

* Provide new capabilities that 7
transcend human limitations
in surgery

* Increase consistency and
quality of surgical treatments

* Promote better outcomes and
more cost-effective processes

in interventional medicine 7\
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(Fig 69) In addition to being fun and technically interesting, working in this area is truly

rewarding in other ways. The ultimate “end user” of computer-integrated interventional
medicine i1s the patient, and some of the most satisfying occasions for me have been when I
have gotten to meet someone whom our technology has helped.

The emerging three-way partnership between physicians, technology, and information can
enable development of novel ways of treating patients that would not otherwise be feasible,
while at the same time improving safety and treatment quality and reducing patient
morbidity. Further, by promoting better outcomes and more-cost effective treatment

processes, we can address a serious and growing need in our society.

Finally ... And Most Importantly
T
1N
ey
e
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Fig 70

(Fig 70)  Finally, and most importantly, I wish to thank my wife, Beverley Pederson, and
my son, Sam Taylor, who make it all worthwhile.
H This report can be viewed in the Honda Foundation’s website.

You may not use the proceedings for the purposes other than personal use without the
express written consent of The Honda Foundation.
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